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SUMMARY

Research and Technology

Despite the bankruptcy of one of the SME partners (Fluxome, see below), we have made good progress on our scientific tasks within the BioPreDyn consortium. Apart from the deliverables that were directly affected by the problems with Fluxome, we are on track for the reporting period (1 Oct 2012 to 31 March 2013).

After having established collaborations through focus groups organised around four central benchmark problems, we are now proceeding with specific tasks and deliverables of the project. WPs concerned with data and visualisation, as well as algorithmic developments (WP1-3) are completely on track, and a number of significant results have been or are being published. Those application packages not affected the exit of Fluxome (WP5/6) are similarly on track, while large-scale modelling efforts in WP4 are progressing well, with the change of focus from E. coli to yeast that we reported in the previous period.

Importantly, we have made satisfactory and specific progress concerning the integrated software suite. Our SME partner CoSMo has presented a specific data and workflow model for the software, based on SED-ML, an emerging community standard for model description, and tools linked through a framework implemented in Python. CoSMo engineers have visited several academic partners to define data and application interface standards. In summary, code development is progressing well, although code testing by SMEs had to be delayed by a few months (see below).

We have had two major deviations (note that the minor deviations are mentioned at the end of each work package overview):

1. The SME Fluxome (FS) went into administration on 28 September 2012. FS was an exemplary partner for working together on the project (mainly on WP4 and WP7). Fortunately, we have found a very suitable replacement: Evolva (EV), an SME from Switzerland, who has now joined the consortium. EV not only has a similar focus and expertise to that of FS, but even incorporated some of FS’ assets which are relevant for this project. This has significant but manageable consequences for the project: i) Contributions by FS to WP4 and WP7 will now be taken over by EV. However, the switch between SMEs has caused a six-month delay in this work. ii) FS was going to test our software suite as an end-user (WP7). This task will also be taken over by EV, but again, a delay of approximately six months has to be expected in achieving these tasks.

2. In addition to our change of focus for large scale models from E. coli to yeast (reported in the last period), we have extended our focus for signalling networks to not only include CHO cells but also hepatocytes. This enables more complete models and more rigorous verification.

In summary, neither deviation is predicted to have a significant impact on the overall aims and final outcome of the project.

Work package overviews: progress, deviations
Work package 1 – Database Integration & Exploitation


(Leader: Partner 6 - di Bernardo)

Main contributors:

Number  
Partner short name 
 P.I.
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CRG 


J. Jaeger



3 

EMBL-EBI 

J. Saez




4 

UvA 


J.A. Kaandorp

 

6 

FTELE.IGM 

D. di Bernardo



7 

UNIMAN 

P. Mendes



8 

USheff 

N. Lawrence/M. Rattray


9 

CSM 


E. Boix


Progress on Task 1.1. and Deliverable 1.1 

FTELE.IGM completed Deliverable 1.1. This is a Matlab tool that enables a user to search for known direct and functional interactions in a query list of biological entities.  The tool implements a set of Web Service API that programmatically accesses public databases in order to search pathways, interactions, and multi-layer networks. The tool returns ranked lists of entities, interactions, neighbors, and pathways containing the searched keywords, which are saved in formats that can be easily imported into popular network analysis tools. EMBL and FTELE.IGEM have established a pipeline to interface from FTELE.IGM’s database using BioMart/BridgeDB. 

Progress on Task 1.2 and Deliverable 1.2 

EMBL-EBI completed D1.2. EBI has contributed to SBML-Qual, in an effort to standardize the exchange of logical models. As part of this effort, EBI also organized the second annual meeting of the Colomoto (Common Logical Modeling Toolbox) community. SBML-qual is now nearly complete. FTELE.IGM developed a pipeline to normalize and compute in automatic way the differentially expressed genes from two experimental conditions .

EMBL has co-developed path2models (http://www.ebi.ac.uk/biomodels-main/path2models), which is designed to provide pathway resources in a formatted way; this will be useful for Task T1.2. EMBL was involved in the development of the SBGN standard, for Task 1.1 (and recently published a paper on SBGN standard; LibSBGN, van Iersel et al. Bioinf 2012). A cytoscape plugin for SBGN in Cytoscape, CySBGN, was developed, (http://www.ebi.ac.uk/saezrodriguez/cno/cysbgn/).

Progress on Task 1.3

As a foundation for D1.3 and D1.4, EMBL has developed CellNOpt in R, available as well via a python wrapper and a cytsocape plug-in called cytocopter. These are now available in www.cellnopt.org, with a user interface Cytoscape for CellNOpt (CytoCopter): http://www.ebi.ac.uk/saezrodriguez/cno/cytocopter.html. Cytocopter could also be applied for D1.5.

Progress on Task 1.5 and Deliverables 1.3, 1.4 and 1.5

CSM is waiting for tools developed in WP1 to be made available for integration; a master document was put on the project intranet in order to gather information about the analysis pipelines to integrate.

To develop standards and tools for integration and comparison of spatial gene expression data within and between species: UvA and CRG will provide spatial expression data and co-ordinate standardization/development efforts.

Spatial gene expression data from the CRG have been made available in the SuperFly database: http://superfly.crg.eu. We are working on extending this database to additional species and developmental gene regulatory networks.

UvA has developed a tool for spatial gene expression data analysis (see also WP2). Our new quantification method produces standardized gene expression profiles from raw or annotated Nematostella data from in situ hybridizations, by measuring the expression intensity along its cell layer. The procedure is based on digital morphologies derived from high-resolution fluorescence pictures. Additionally, complete descriptions of nonsymmetric expression patterns have been constructed by transforming the gene expression images into a three-dimensional representation. For this work, UvA has developed a database containing (published as well as unpublished) in situ hybridizations in the cnidarian Nematostella vectensis. Details about the quantification method can be found  in a submitted manuscript (D. Botman and J.A. Kaandorp, Spatial gene expression quantification: a tool for analysis of in situ hybridization in the sea anemone Nematostella vectensis, BMC Research Notes 5:555, 2012).
The approach described under 1.1 (see also WP2) is potentially applicable to many other metazoan model organisms and may also be suitable for processing data from three-dimensional imaging techniques.

Progress on Task 1.6.

The UNIMAN team has been collecting metabolomics data and flux balance analysis data. At this stage they have obtained an extensive data set from the Tomita group (Ishii et al. 2007 Science 316:593), plus a few other data sets (Nanchen et al. 2006 Appl. Env. Microbiol. 
72, 1164; de May et al. 2010 Metabol. Eng. 12, 477). The task is still ongoing and after more data collection the team will carry out the integration between these data.

Deviations: 

UvA: L. Huisman began working on 1 October 2011 but resigned. In August 2012, she was replaced by P. Silva (hired 15 June 2012). D. Botman began working on 1 February 2012 on the BioPreDyn project.

Work package 2 – Visualization Tools for Data and Model Building


(Leader: Partner 8 - Lawrence)

Main contributors:
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Partner short name 
 P.I.
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CRG 


J. Jaeger
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EMBL-EBI 

J. Saez




4 

UvA 


J.A. Kaandorp

 

8 

USheff 


N. Lawrence/M. Rattray


9 

CSM 


E. Boix


USheff has mainly focused on completing the GPLVM implementation in R, for which there is now a working prototype (see Task 2.1 below). The aim will be to integrate this with EMBL-EBI’s re-implementation for DataRail. 

UvA has developed a tool for spatial gene expression analysis (as described in WP1, Task 1.5). 

EMBL-EBI has been exploring the re-implementation of DataRail in an open source environment, which is essential in order to interface with other partners and, in the future, for integration by Cosmo. The current prototype is based on using R in combination with Cytoscape. USheff has now implemented GPLVM in R, so that integration will be facilitated.

Progress on Task 2.1

The R software GPLVM is now operational. Recently, USheff has been working with Florian Buettner and Fabian Theis at Helmholtz, Munich, to apply the model to their recent ECCB paper. With Jei Hao’s departure (see deviations, below), we are currently discussing the best way to complete this step (since Dr. Hao will continue to collaborate on this, the time she has available within her new job could be a restricting factor). The main final step will be constructing the documentation and examples necessary for releasing the software.

Progress on Task 2.2

There has been a small delay in the integration of the GPLVM software with DataRail, due to the departures of Marijn van Iersel and Jie Hao (see below), but we expect to be able to put the task back on track for completion at M18. The actual route used will depend on the personnel appointed at EMBL and creating an optimal interaction with the newly appointed post-doc (Nicolas Durrande) at USheff.

Progress on Task 2.3 

The python GPy library developed by USheff (see also WP3 and WP5) now includes some clustering features for grouping genes with a similar temporal behaviour of gene expression. USheff is developing tools for detecting periodically expressed genes and for extracting their periodic trend. 

A spatial visualization tool (GenExp) was developed by UvA for quantifying gene expression patterns (in situ hybridizations). Details of this method are provided in D. Botman and J.A. Kaandorp, (Spatial gene expression quantification: a tool for analysis of in situ hybridization in the sea anemone Nematostella vectensis, BMC Research Notes 5:555, 2012). Examples are also shown in deliverable 6.1.
Deviations: 

USheff: Progress on this work package was delayed by the departure of Jei Hao (who received a position at the Imperial College). Her replacement, Nicholas Durrande, began his contract on 1 September 2012.  

Additionally, the PI M. Rattray was recently appointed to a Chair in the Faculty of Life Sciences at the University of Manchester (August 2012). However, we do not foresee that this will hinder the predicted outcome, since the University of Manchester is close to USheff and already contains a BioPreDyn partner site. Dr. Rattray will continue to work closely with USheff on the project, funded where necessary from the USheff node. In fact, he has already had several meetings with new appointee Dr. Durrande. We believe that this move will strengthen links between the two sites without damaging the collaboration between the Rattray and Lawrence groups.

EMBL-EBI: The post-doctoral researcher, Martin van Iersel, left the laboratory in July 2012. His position was filled by Emanuel Gonçalves.
Work package 3 – Integrated Software Tools for the Modeling Cycle


(Leader: Partner 2 - Banga)
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D. di Bernardo



7 

UNIMAN 

P. Mendes



8 

USheff 


N. Lawrence/M. Rattray


9 

CSM 


E. Boix


Progress on Task 3.1

USheff has continued working on their Python implementation of a Gaussian process toolkit. These efforts are feeding into this work package as well as WP5 below. The toolkit has now been extended by James Hensman to incorporate clustering of gene expression time series across different replicates (and even species). USheff has submitted a publication at BMC Bioinformatics considering a Drosophila developmental example and a submission to IEEE TPAMI describing the methodology underlying the approach. These ideas come out of fundamental work that has been accepted for publication at the Neural Information Processing Systems conference in December 2012.

Contemporaneously with these developments, PhD student Ricardo Andrade Pacheco has been expanding the toolbox to deal with non-Gaussian data, using sparse Gaussian process methods and the expectation propagation approximation. USheff foresee that this may be useful in augmenting the differential equation model to deal with count data, for example derived from RNA-seq experiments.

FTELE.IGM, in collaboration with USheff, has developed a novel probabilistic model to infer signaling pathways from massive gene expression profiles (both dynamic and steady-state data). Specifically, the method is able to identify modulators (i.e. kinases and phosphatases) that regulate the activity of transcription factors. The approach is based on an innovative application of Multi-Information, and it has been already validated on simulated datasets generated from conditional multivariate Gaussian distributions. Preliminary results obtained on the in silico datasets prompted us to proceed to testing the approach on real gene expression profiles collected from public databases. We completed validation of the method on real gene expression profiles demonstrating the ability of the algorithm to identify from gene expression profiles kinases regulating p53 and c-Myc transcription factor. We also applied this method to predict kinases regulating metabolic pathways, in order to link signaling to metabolism, analysis of the results is still in progress.

Progress on Task 3.2 and Deliverable D3.2

CSIC has developed a new parameter estimation strategy based on an enhanced scatter search method (eSS, which belongs to the class of stochastic global optimisation algorithms). This technique makes use of diversification (global search) and intensification (local search) methods, and thus can be considered as an advanced hybrid strategy. Currently it can handle non-linear programming (NLP) and, to some extent, mixed-integer nonlinear programming (MINLP) problems. Several innovative mechanisms have been implemented in eSS in order to enhance its efficiency and robustness when solving large-scale optimization problems. CSIC has also implemented another stochastic method for integer programming (combinatorial optimization) based on extensions of the variable neighborhood search (VNS) metaheuristics. These methods were initially implemented in Matlab, and later, in collaboration with EMBL, were implemented in R. CSIC has tested this novel method with benchmark problems, including parameter estimation in large-scale model of microorganisms (see also task 3.3 below).

UNIMAN supplied two benchmark parameter estimation problems that were shared with the CSIC team. These problems are particularly hard parameter estimation problems: a yeast metabolic model with 306 reactions, and a protein translation model for yeast with 56 parameters to be estimated from data from 150 steady states.

The work in this task proceeds as planned and is closely related with deliverable D3.2. 

Deliverable D3.2 - Parameter Estimation Tools

CSIC has successfully developed the parameter estimation tools planned for deliverable D3.2 (due on month 18). This deliverable has been produced in time. CSIC has successfully tested these tools with several challenging case studies that deal with large-scale E. coli models. These results have been published in BMC Systems Biology. CSIC and EMBL have closely collaborated in the development of a software toolbox, MEIGO, implementing these methods in two popular environments (Matlab and R), with an additional interface with Python. A joint publication describing the toolbox is in preparation.

CRG has performed an extensive study on data requirements for model identification and parameter estimation in the context of the gap gene network of Drosophila. This work has been published in PLoS Computational Biology.

CRG has also developed a new, and very promising, benchmark problem for the BioPreDyn project. We have collected expression data for gap genes at both mRNA and protein levels, which are used to fit a linear delay model simulating translational regulation in this system. The resulting models allow us to estimate parameters such as production, decay, and diffusion rate for gap proteins, as well as translational production delays, in a reliable manner. The estimated parameter values are plausible and can be tested experimentally. Furthermore, this system has several unique advantages for BioPreDyn: (1) Data profiles are of high quality and include information on gene expression variance. (2) Models are simple and feed-forward, and thus amenable to a priori parameter identifiability analysis, uncertainty quantification, and optimal experimental design. (3) The models do not require extensive computation to be solved, which enables us to perform numerically intensive procedures such as bootstrapping for a posteriori identifiability analysis. For these reasons, we are currently using this model as an additional benchmark for the project (in collaboration with CSIC, USheff, and CWI).

Progress on Task 3.3: 
CSIC has implemented parallel cooperative metaheuristics that automatically favor the specific optimization strategies developed in Task 3.2 according to the measured current efficiency of each algorithm. The resulting cooperative parallel techniques, named CeSS and CVNS, were initially implemented in Matlab and tested with several large-scale parameter estimation problems, including two challenging problems related with E. coli (this work has been recently published in BMC Systems Biology). 

CSIC and EMBL have collaborated on implementing these methods in a software toolbox (MEIGO, metaheuristics for global optimization in bioinformatics and systems biology), which allow users to choose among a wide range of powerful global search methods, taking advantage of parallel high-performance computers. The MEIGO toolbox offers Matlab and R implementations, thus facilitating its use with many existing packages in bioinformatics. EMBL-EBI has also developed a Python interface to the R version.

MEIGO can be executed in a wide range of computing architectures, ranging from low-cost multi-core PCs to larger and more sophisticated computing clusters. CSIC and EMBL are currently writing a paper describing the toolbox, which will be made available to the scientific community. MEIGO is currently being tested against problems of parameter estimation of dynamical models, as well as structural identification of discrete Boolean models, by EMBL and CSIC.

UNIMAN is creating a prototype to run parallel random search in the Amazon EC2 (Elastic Compute Cloud).

Similarly to task 3.2, the work in task 3.3 proceeds as planned and is closely related with deliverable D3.2 (Parameter Estimation Tools), due on month 18. 

Progress on Task 3.4 and Deliverable D3.4
UvA (in collaboration with the CRG) is currently working on applying multi-objective optimization in the gene regulatory network models which they have developed for Nematostella vectensis (see WP1 and WP2). We are currently investigating optimization using several objectives (Topology based objectives, Robustness based objectives, Handling parameter boundaries using an objective instead of weighted penalty function, Stability based objectives, Bifurcation based objective). By using multi-objective optimization we hope to find a set of optimal parameters in each iteration and to Lower the risk of over-fitting due to the simultaneous optimization of objectives and to reduce the solution space.
CSIC has developed and applied a multi-objective optimization framework to the problem of regulation in metabolic networks. A multi-criteria approach has been used to optimize parameters for the allosteric regulation of enzymes in a model of a metabolic substrate-cycle. This has been carried out by calculating the Pareto set of optimal solutions according to two objectives: the proper direction of flux in a metabolic cycle, and the energetic cost of applying the set of parameters. The results indicate that a final and optimal consensus set of parameters can be obtained, which is an indication of the possible existence of a universal regulation mechanism in metabolic networks. This work has been published in PLoS ONE.

Progress on Task 3.5 and Deliverable D3.4 - Integrated software suite

CSM is waiting for tools developed in WP3 to be available for integration. CSM created one page in the project intranet for each use case identified during the CRG internal workshop (June 2012); the aim is to gather information about those case analyses pipelines. Finally, the pLSA (parallel Lam Simulated Annealing) code was transmitted by CRG to CSM; this code is currently being analyzed by CSM.

The benchmark problems mentioned in Task 3.2 will be used as a foundation to identify a specific suite of methods to be integrated into CSM’s software platform.

CWI has extended the software prototype developed to deal with multi-dimensional independent normally distributed uncertainties to handle correlated and non-normal uncertainties. First results have been obtained on problems from biochemistry and neurodynamics.

The quantification of uncertainty in biochemistry predictions is an important goal in this project. For this reason CWI is also developing a method to look for optimal probability density functions in biochemistry, in order to find the best probabilistic model for the quantities (parameters, initial conditions, inputs). We are applying Polynomial Chaos (PC) expansions for the representation of probabilities density functions and study their utility for the propagation of uncertainty in this context. We are also studying uncertainty quantification of (the delay parameter in) delay equations; application models are for developmental gene regulatory networks (WP6).

UvA has developed a multi-scale model of calcification in scleractinian corals in which the existing knowledge on the contributing sub-processes is integrated within a mathematical framework. UvA has developed a spatial representation of a single coral polyp surrounded by seawater. In this geometry, they simulate the relevant chemical reactions in the external seawater, inside the organism, and at the site of calcification, as well as molecular transport processes, photosynthesis, respiration, and calcium carbonate precipitation. UvA models the spatio-temporal dynamics of the relevant molecular fluxes as a set of coupled reaction-diffusion equations combined with biological transport modelled as Michaelis-Menten and Hill equations. Simulations can be employed to clarify the influence of different individual processes and reaction rates as well as changes in the chemical composition of the surrounding seawater. Details about the model can be found in a publication (C. Cronemberger, L. Huisman, D. Allemand and J.A. Kaandorp, A spatial model of calcification in scleractinian corals, submitted).

This will be highly relevant, since to our knowledge, most computational physiology models are based on ODEs, with only a few examples of (published) computational physiological models that include a spatial component. Potentially, these spatio-temporal physiological models can be coupled with spatio-temporal models of gene regulation and biomechanical models of cells and cell movement and will thus be very useful in multi-scale modeling.

CRG and CSIC have been collaborating on the identifiability of a model of protein production from mRNA on the gap-gene circuit of the Drosophila blastoderm. Spatial expression patterns of mRNA and protein for gap genes (gt, Kr, and kni) are modeled using a simple linear delay model with the objective of investigating whether post-transcriptional regulation is required to explain the quantitative patterns. The model would also allow the determination of production, decay, and diffusion rates, as well as delays, for all three genes. CRG is interested in a sound statistical analysis of the model fit and its identifiability analysis. CSIC is performing a structural identifiability analysis of this model, which is non-trivial due to delay and the presence of a boxcar function representing the shutdown of translation during mitosis. Currently, CSIC is using a non-standard approach based on approximating the boxcar and delayed control by suitable differentiable functions, and then applying the generating series method. Preliminary results indicate that the model parameters are globally identifiable, provided some conditions on the measurements and the delayed control are met. CSIC will double check these results with another approach and will also perform a practical (robust) identifiability analysis.

CSIC provided CSM with a detailed description of several key steps in the systems biology model building cycle and the corresponding software tools, including sensitivity analysis, ranking of parameters, identifiability analysis, parameter estimation and optimal experimental design. CSIC provided CSM with software modules (implemented in Matlab m-files) for each of those modelling steps, plus detailed documentation and several examples of increasing complexity illustrating their use. CSIC also provided CSM with schemes of the pipelines linking those modules.

Progress on deliverable D3.4 - Integrated software suite

CSM created one page in the project intranet for each use case identified during the CRG internal workshop (June 2012); the aim is to gather information about those case analyses pipelines.

During late 2012 and early 2013, CSM visited several partners, receiving software tools and information about the pipelines developed in WP3:

· CSIC (model-building and optimal experimental design  modules, AMIGO toolbox)

· CRG (pLSA code and Drosophila melanogaster analysis pipeline)

· UNIMAN (COPASI software)

CSM plans to meet three other partners during the Naples annual meeting:

· FTELE.IGM (NetBase, DINA)

· EMBL (CellNOpt)

· CWI (Generic systems biology modeling cycle, UQ tools)

Regarding the software suite architecture, CSM will present a first architecture design for validation to the partners during the Naples annual meeting (03/2013).

Progress on Task 3.6
EMBL has developed CellNOptR, a package for the optimization of Boolean logic networks of signaling pathways, based on a previous knowledge network and a set of data upon perturbation of the nodes in the network. This package will be able to make use of the solvers implemented in R and developed in Task 3.3 above.

Deviations: 

EMBL-EBI: As mentioned in WP2, the post-doctoral researcher, Martin van Iersel, left the laboratory in July 2012.
CWI: No person months during the first six months were used, since the candidate who accepted the position after the first application round did not take the position at the end of the process. A second application round was opened. Finally, the position was split: one part-time position (0.2 FTE) was filled by a postdoc (Aldemar Torres Valderrama) who moved to CWI on 1 April 2012; a second full-time position was taken up by the candidate chosen in the second application round, Maria Navarro, who was hired on 1 August 2012.

UvA: L. Huisman began working on the project on 1 October 2011 but resigned in August 2012. She was replaced by P. Silva (who started 15 June 2012). Additionally, D. Botman is working as a Master’s student since 1 February 2012 in the BioPreDyn project.

CRG: We have introduced a new benchmark problem to the consortium that deals with translational regulation of gap genes in Drosophila (see above). This is more an addition than a deviation from originally planned work.

Work package 4 – Application: Large-scale models of microorganisms
(Leader: Partner 7 - Mendes)
Main contributors:

Number  
Partner short name 
 P.I.




2 

CSIC 


J. R. Banga



5 

CWI 


J. Blom


 

6 

FTELE.IGM 

D. di Bernardo



7 

UNIMAN 

P. Mendes



10

INSIL


K. Mauch

11

 FS


J.-M. Mouillon REMOVED
12

EV


M. Schwab

Progress on Task 4.1

The UNIMAN team has acquired and adapted a reconstruction of the metabolic network of E. coli based on genomic and literature data (iJO1366, doi:10.1038/msb.2011.65). This reconstruction was hindered by the use of non-standard names and by the lack of being annotated with machine-readable methods. Thus, we reassembled the reconstruction as an SBML file enriched with MIRIAM-compliant annotations (which are embedded in the SBML through RDF). All small and macro-molecules are now referenced to an authoritative database, such as UniProt or ChEBI. All molecules and reactions have also been annotated with appropriate publications that contain supporting evidence. 

The task performed at FS was to update our current whole-genome S. cerevisiae model in preparation for reconstructing a genome-wide kinetic model of S. cerevisiae. The existing model that was chosen by FS as starting point is the whole-genome metabolic S. cerevisiae reconstruction iN800 (Nookaew et al. 2008 BMC Systems Biology 2:71). The model was updated with a special focus on FS bioprocess, that is, production of polyunsaturated fatty acids in S. cerevisiae. INSIL has reconstructed, compiled and transferred genome-based network models for UNIMAN. The genome-based network models include an annotated E. coli network model (with 1,334 reactions and 942 genes) and a compartmented network model for S. cerevisiae (with 1,174 reactions and 897 genes). INSIL reconstructed from the large-scale network model a condensed E. coli model which includes essential reactions for the biomass formation and the production of tryptophan which was assumed to be an exemplary product in the chemical biotechnology. The condensed E. coli network model contains 310 reactions with 317 balanced compounds and 210 genes.

Progress on Task 4.2

A genome-wide kinetic model of S. cerevisiae, which corresponds to Deliverable 4.2, has been produced. The initial model was developed by UNIMAN, using the common modular rate law for the reaction kinetics, and containing 261 reactions with 262 variables and 1759 parameters. Initial analyses found some issues regarding the steady states reached, which were overcome by UNIMAN and CSIC in close collaboration. The resulting model reaches a steady state which is found to be stable. To assess the practical identifiability of the model, its parameters have been ranked according to their influence on the system output, using the Fisher Information Matrix as a criterion. At the present stage, only 44 steady-state measurements are available (38 concentrations and 6 fluxes). This number is not enough for carrying out a proper model calibration. Envisioning that dynamic (time-series) measurements of the 44 observed variables may be available in the near future, it has been demonstrated how they will be employed for re-estimating the parameter values. Pseudo-experimental data corresponding to a pulse in the concentration of extracellular glucose has been generated, and it has been used to re-calibrate the model. Furthermore, a multi-objective optimization scheme has been designed, with objective function considering error terms regarding concentrations, fluxes, and distance to the initially guessed parameters (the latter can be regarded as a regularization term). The objective function currently used for parameter estimation considers an error term consisting of concentrations and fluxes; the multi-objective optimization framework will be explored in the near future.

UNIMAN also shared with CSIC a model of eukaryotic translation in yeast which is computationally very expensive due to the calculation of 150 steady states (each evaluation takes ~90 minutes). Therefore, the associated parameter estimation problem is very challenging. CSIC started work on the calibration of this model using  a global optimization method that makes uses of kriging-based surrogate models.

CSIC continued to coordinate the focus group on E. coli benchmark problems. CSIC further contributed by defining classes of benchmark problems based on dynamic models of metabolism of E. coli, namely (i) model calibration of medium and large-scale dynamic models; (ii) identifiablity analysis; and (iii) optimal experimental design. 

INSIL developed a large-scale genome-based kinetic E. coli model (see T.4.2). The reconstructed kinetic model holds generic rate laws (Michaelis-Menten kinetic approach and linlog kinetics) and is linked to an external environment representing a Fed-Batch process. Tryptophan was chosen as a main product of the process, while glucose serves as the main substrate. Further substrates include sulfate, ammonium, phosphate, oxygen, and carbon dioxide. Glucose, sulfate, phosphate, and ammonium are presumed to be fed continuously over the fermentation duration of 24 hours. The applied data set is nominal. The model was delivered to CSIC and UNIMAN. The first assumed parameter constellation of the kinetic model restricted the feasibility area of the model. Therefore INSIL developed a strategy to stabilize the models. The new method includes a preprocessing step that takes care of network stabilization. The method could be added in the parameter estimation to guaranty feasible predictions from verified large-scale models. The stabilized E. coli model was delivered to UNIMAN in FORTRAN code. UNIMAN translated the dynamic model into SBML and delivered it (D4.4).

CSIC translated the INSIL model into their Matlab-based AMIGO toolbox in order to carry out further optimization-based analysis, including identifiability and optimal experimental design. CSIC also started to work with the large-scale kinetic E. coli model along the following directions: (i) model stabilization via constrained dynamic optimization, taking into account the requirements outlined by INSIL; and (ii) methods to obtain high-quality predictions (i.e. for a relevant subset of state variables). For the latter case, CSIC has started considering alternatives involving ensemble and consensus modeling methods.

Progress on Task 4.4
UNIMAN has assembled microarray data from various publications which will be used in this task for calibration of the gene regulatory network. FTELE.IGM will apply the DINA (DIfferential Network Analysis) reverse engineering method (described in Task 5.3) to identify Transcription Factors (TFs) regulating specific metabolic pathways in E. coli. DINA  is able to identify set of genes, whose co-regulation is condition-specific, starting from a collection of condition-specific gene expression profiles (GEPs). DINA is also able to predict which Tfs may be responsible for the pathway condition-specific co-regulation. The idea is to collect publicly available GEPs in E. coli obtained in different metabolic conditions and identify active metabolic pathways and their regulators using the DINA approach.
Progress on Task 4.5
UNIMAN has taken the chinese hamster ovary (CHO) cell reconstruction from the work of Selvarasu et al. (Biotechnol Bioeng 2012, 109:1415–1429) and improved it in terms of annotation standards, to facilitate its subsequent use in dynamic modelling. The original model of Selvarasu et al. suffered from the use of non-standard names and was not annotated according to existing community-driven annotation standards. Our network reconstruction is now described and made available in Systems Biology Markup Language (SBML), an established community XML format for the mark-up of biochemical models that is understood by a large number of software applications. The CHO network reconstruction is available publicly from ChoNet (http://cho.sf.net/), and forms the Deliverable 4.3.
Progress on Task 4.6
INSIL reconstructed and reduced two dynamic CHO models that include reference datasets of different sizes and different focuses, and delivered them to CSIC as well as the CWI to analyze benchmark problems and to further develop their methods. The small metabolic CHO Model (in the following, termed CHO-S) is a reduced version of a large-scale genome-based CHO network model (in the following, CHO-L). The parameters for the model’s kinetics are nominal. The reconstructed kinetic model holds generic rate laws (Michaelis-Menten kinetic approach and linlog kinetics). The compartmented CHO-S model (32 reactions and 30 balanced compounds) is connected to a batch fermentation process and holds the functionalities of product and lactate formation as well as of glucose and amino acid uptake. In contrast to the CHO-S model, the middle-sized CHO model (in the following, CHO-M, encompassing 53 reactions and 54 balanced compounds) adds the following functionalities: production of representative protein, biomass, and RNA. The CHO-M model is connected to a fed-batch process with a constant feed of glucose and the amino acids over time. The annotated kinetics are similar to the CHO-S model (linlog kinetics and irreversible Michaelis-Menten kinetics for the production and biomass synthesis). Adapted to the purpose of developing and testing methods of the modeling cycle, a nominal data set was provided. INSIL has finalized the compartmented (cytosol, ER, mitochondria) genome-based CHO-L model reconstruction. It contains 287 reaction and 225 balanced compounds. It includes a comprehensive biomass and exemplary antibody formation along with all major pathways of the central metabolism. 

The CHO-S model was applied to test the meta-parameter generation method, developed by INSIL. The new method reduces the amount of estimated parameters in a dynamic model by collecting parameters with phenotypic correlation together to one meta-parameter. The reduced parameter space for parameter estimation facilitates the identification and increases parameter sensitivities leading to a reduced optimization time. Further advantage of the method, when applied to large-scale models, is an improved predictability of the models, which was demonstrated by the ability of the model to adapt to multiple changes of process variables (media composition, process time) while keeping the sensitivity of the product to changes of metabolite concentration and changes in the gene expression. For the evaluation of the new method INSIL handed three phenotypic meta-parameter sets over to the CSIC: The meta-parameter sets include (i) central metabolism, (ii) respiratory chain and (iii) external metabolite consumption and production.
CSIC received the CHO models from INSIL and translated them in a format suitable for their AMIGO toolbox. Similar to the work performed with the E. coli models, CSIC has started working with these models regarding (i) stable model calibration and (ii) high-quality predictions of selected variables of interest.

Thus, CSIC has developed new methods for parameter estimation in large-scale models in the framework of WP3, and has successfully applied these methods to large E. coli models (both static and dynamic) taken from the recent literature. These results have been recently published in BMC Systems Biology. CSIC has started to apply these novel methodologies to the large-scale E. coli and CHO models from INSIL and to the genome-scale yeast model from UNIMAN.

Deviations: 

FS: The SME FS went into administration effective on 28 September 2012. This did not impact their progress during this interim; in fact, the FS scientists (J.-M. Mouillon and J. D. Dyekjaer) were highly collaborative and involved actively in the project, and will hopefully be included in the future publications arising from this. The SME Evolva would like to join our project and, if this happens, they will continue to work on the resveratrol pathway. 

E. coli / S. cerevisiae: We propose a shift of focus from large-scale models in E. coli to yeast as our benchmark system. Based on discussions, we decided that the availability of data and models was much better suited for our purpose in yeast. This change of focus was approved by the general assembly in June 2012. This will not have any impact on the conceptual and algorithmic aspects of this WP. On the contrary, it will facilitate the development and testing of new methods and tools.

Work package 5 – Application: Signaling and Regulatory Networks in Cells


(Leader: Partner 3 - Saez-Rodriguez)

Main contributors:

Number  
Partner short name 
 P.I.




2 

CSIC 


J. R. Banga



3 

EMBL-EBI 

J. Saez




5 

CWI 


J. Blom


 

6 

FTELE.IGM 

D. di Bernardo



8 

USheff 


N. Lawrence/M. Rattray


10

INSIL


K. Mauch

The first deliverable for WP5 is scheduled to be accomplished in Month 18; thus far, we are in the preparation stage of the work package.

Progress on Task 5.1

FTELE.IGM developed a computational workflow to model the alteration of metabolism caused by loss- or gain-of-function (LoF or GoF) of an enzyme (or transporter), and to predict the metabolites and reactions that are most affected. The computational workflow has been applied to a recent genome-scale metabolic network model of human cell metabolism (hepatocyte). The method is based on Flux Balance Analysis, which is used to derive the “differential fluxes” caused by the LoF or GoF, thus enabling the identification of the metabolites accumulating the most due to the mutation. This approach has been tested by simulating 38 Inborn Errors of Metabolism (IEMs), Mendelian disorders due to the LoF of a single enzyme. In about half of the cases, we correctly identified the metabolites known to accumulate in the blood and urine of IEM patients. This method will be also used towards Task 5.3.
In the scope of the Task 5.1, Task 5.4, Deliverable 5.3 and Deliverable 5.4, INSIL has developed a prototypic large-scale hepatic metabolic model (112 reactions and 103 balanced compounds) that is able to represent the dynamic switch from the absorptive and post-absorptive state of the hepatocyte. The dynamic model describes the metabolic processes under the influence of the hormones insulin and glucagon. In post-absorptive state (fasting state), glucagon stimulates the hydrolysis of triglycerides in adipocytes resulting in the release of fatty acids into the blood stream. Fatty acids are taken up by hepatocytes and degraded by beta oxidation in the mitochondria. In the absorptive state (fed state), insulin leads to an inhibition of beta oxidation. Fatty acids are synthesized and stored as triglycerides leaving the cell in lipoproteins (VLDLs) being finally stored in adipocytes. The metabolic model reproduces selected dynamics of cellular metabolism (including the glycolysis, gluconeogenesis, pentose phosphate pathway, TCA cycle, oxidative phosphorylation, selective anabolic and catabolic reactions, and lipid metabolism comprising triglyceride synthesis and triglyceride hydrolysis in adipocytes). The adipocyte is modeled as an additional compartment next to the hepatocyte. As representative for all fatty acids, palmitate and oleate were included in the model. Additionally, the model contains cholesterol synthesis, glycogen synthesis and degradation, and glutamate and glutamine metabolism. In the absorptive state, the following pathways are active: glycolysis, glycogen synthesis, fatty acid synthesis, cholesterol synthesis, and triglyceride synthesis. In the post-absorptive state, gluconeogenesis, glycogen degradation, triglyceride hydrolysis in adipocytes, fatty acid uptake, and beta oxidation take place. In a next step, the model simulations will be verified by physiological data. 

In close collaboration with EMBL-EBI, INSIL has begun to determine an appropriate modeling and identification systematics for signal transduction networks. In a consensus, the two different modeling approaches of deterministic and Boolean logic will be assessed for use in describing the model, which will be performed with suitable benchmark tests. To this end, model approaches have been discussed, and models have been exchanged with EMBL-EBI. Further, for the work on signal transduction networks, INSIL has begun to compile a library of dynamic metabolic CHO network models for performing parameter identification runs, using different modular identification strategies. In order to scale-up the identification problems, INSIL plans to make use of evolutionary strategies/open MPI on the fastest supercomputer in Europe.

Following up this work, INSIL has developed a preliminary kinetic hepatic metabolic model (112 reactions and 103 balanced compounds) that is able to represent the absorptive and post-absorptive state of the hepatocyte. The dynamic model describes the metabolic processes under the influence of the hormones insulin and glucagon. In post-absorptive state (fasting state), glucagon stimulates the hydrolysis of triglycerides in adipocytes resulting in the release of fatty acids into the blood stream. Fatty acids are taken up by hepatocytes and degraded by beta oxidation in the mitochondria. In the absorptive state (fed state), insulin leads to an inhibition of beta oxidation. Fatty acids are synthesized and stored as triglycerides leaving the cell in lipoproteins (VLDLs) being finally stored in adipocytes. The metabolic model reproduces selected dynamics of cellular metabolism (including the glycolysis, gluconeogenesis, pentose phosphate pathway, TCA cycle, oxidative phosphorylation, selective anabolic and catabolic reactions, and lipid metabolism comprising triglyceride synthesis and triglyceride hydrolysis in adipocytes). The adipocyte is modeled as an additional compartment next to the hepatocyte. As representative for all fatty acids, palmitate and oleate were included in the model. Additionally, the model contains cholesterol synthesis, glycogen synthesis and degradation, and glutamate and glutamine metabolism. In the absorptive state, the following pathways are active: glycolysis, glycogen synthesis, fatty acid synthesis, cholesterol synthesis, and triglyceride synthesis. In the post-absorptive state, gluconeogenesis, glycogen degradation, triglyceride hydrolysis in adipocytes, fatty acid uptake, and beta oxidation take place. The model was handed over to EMBL-EBI, who is looking at this network and exploring ways to expand it within a logic model of insulin signaling in hepatocytes. 

Progress on Task 5.2

CSIC has begun a close collaboration with EMBL-EBI on the calibration of network models. The PI from CSIC visited EMBL-EBI during July 2012 to enhance this collaboration, a methodological publication is in preparation (see WP3), and application to signaling pathways is undergoing, which will be later connected to the metabolic pathways.

USheff is developing a Gaussian process toolkit in Python that should allow for spatial modeling of gene expression data, based on their published work in Gaussian process modeling for convolution processes. As mentioned in WP3, there have been significant steps forward with our Gaussian process software in Python, particularly with regard to efficiency. These ideas are allowing us to perform large scale clustering of gene expression time series across replicates and species. The new appointee N. Durrande (who replaced J. Hao as the scientist associated with the USheff) has been considering how to extract the periodic nature of noisy, gene-expression time series, even when the samples are not taken uniformly. He has completed a draft report demonstrating that this component can be separated by considering the reproducing kernel Hilbert space of the associated covariance function.

FTELE.IGM has been establishing a new gene regulatory network inference method that will be able to identify gene regulatory pathways and metabolic pathways specifically active in specific tissues and cell types. The method is based on "differential network analysis" and will be used to achieve Tasks 5.1, 5.2, and 5.3. In particular, FTELE.IGM developed a method named DINA (DIfferential Network Analysis), which is able to identify set of genes, whose co-regulation is condition-specific, starting from a collection of condition-specific gene expression profiles (GEPs). DINA is also able to predict which transcription factors (TFs) may be responsible for the pathway condition-specific co-regulation. We derived thirty tissue-specific gene networks in human and identified several metabolic pathways as the most differentially regulated across the tissues. We correctly identified TFs such as nuclear receptors as their main regulators. DINA will be available as an online tool.

Progress on Task 5.4

In the framework of the German funding initiative “Virtual Liver”, INSIL established methods for the coupling of metabolic models with signaling and gene regulation networks in cooperation with MPI Magdeburg (group Klamt) and the EMBL. The coupled model, which was applied in a case study, contained a comprehensive signaling/gene regulation part in which the pathways modulated by the hormones Insulin and Glucagon were considered. Alterations in the signal transduction/gene regulation network lead to covalent modification and/or   changes in the expression level of metabolic enzymes which influence again cellular signal transduction through feedback mechanisms. The metabolic network of the coupled dynamic model represents a reduced version of the large-scale hepatic model from Task 5.1. The coupled model was parameterized to qualitatively reflect the shift in the metabolic phenotype from fasting to absorptive state in hepatocytes. The model will be provided to BIOPREDYN partners F.TELE and EMBL for the development of corresponding model verification approaches, including parameter identification methods and experimental design concepts.
We have evaluated the availability of suitable experimental data to train CHO signaling models. It appears for the moment that this will not be forthcoming, due to data sharing policy issues. We have therefore decided to focus rather on an alternative model system suggested in the original BioPreDyn proposal, namely hepatocytes, with a particular focus on the insulin signaling pathway. This decision may be reverted at a later stage if the situation on CHO experimental data changes.

Work package 6 – Application: Developmental Gene Regulatory Networks in Animals

(Leader: Partner 4 - Kaandorp)

Main contributors:

Number  
Partner short name 
 P.I.




1 

CRG 


J. Jaeger



4 

UvA 


J.A. Kaandorp

 

5 

CWI 


J. Blom


 

8 

USheff 


N. Lawrence/M. Rattray


Progress on Task 6.1

CRG is developing visualization tools to compare expression patterns across different databases for spatial gene expression in Drosophila (http://superfly.crg.es, http://urchin.spbcas.ru/flyex). 

Progress on Task 6.2

UvA has developed a database for spatial gene expression patterns in Nematostella (see deliverable 6.1).  Specific datasets will be created to model benchmark problems defined by the animal networks focus group. CRG has created a large range of spatial expression datasets in Drosophila and other fly species; these contain quantified data based on colorimetric/fluorescent in situ hybridization and immunofluorescence, which are available for both wild-type and mutant Drosophila backgrounds. These datasets are now being used to begin modeling work in the context of Tasks 6.3 and 6.4.

Progress on Tasks 6.3 and 6.4

The CRG has performed an extensive analysis of data requirements for model fitting and has developed a new benchmark problem for algorithm development and testing (see WP3).

UvA is currently using the Nematostella data set (see also deliverable 6.1) and the spatial visualization tools (see also WP2) to reconstruct gene regulatory networks from spatial gene expression data. We have been using scatter search (developed by CSIC, Rodriguez-Fernandez et al. 2006b) to estimate parameters for our models from the gene expression data. Some first results a described in a first paper about reverse engineering of gene networks in Nematostella vectensis (Botman and Kaandorp, Inferring gene networks from spatial gene expression patterns in the sea anemone Nematostella vectensis, manuscript in preparation).
In addition we have initiated model fitting to gap gene expression data in species other than Drosophila. We are currently optimizing the parameters of our algorithms and have initiated preliminary model analyses.

Work package 7 – Application: Validation of Network Models in Biotechnological Production Processes
(Leader: EV)

Main contributors:

Number  
Partner short name 
 P.I.




2 

CSIC 


J. R. Banga



5 

CWI 


J. Blom


 

7 

UNIMAN 

P. Mendes



10

INSIL


K. Mauch

11

FS


J.-M. Mouillon REMOVED
12

EV


M. Schwab

Progress on Task 7.1

UNIMAN provided specifications of its open source software COPASI and how it can be used from the command line or through the Python language.

INSIL compiled and communicated demands for the model with respect to desirable predictions and the aspired predictive quality to the CSIC. Moreover, INSIL listed common problems in large-scale modeling of biotechnological processes and often occurring challenges in preservation of the model quality.
Progress on Task 7.2

Prototype software for testing: as stated in the previous interim report, COPASI, developed at UNIMAN by P. Mendes and co-workers, has been chosen as prototype software. This decision was verified at the 1st BioPreDyn Workshop in Barcelona, June 2012. Test work is currently on going, with UNIMAN, EV, and CSM involved.

Progress on Task 7.3

CSIC has started the development of optimization-based tools for metabolic engineering of microorganisms. The framework chosen is based on a mixed-integer dynamic optimization formulation. This will allow the development of a software tool for decision support in metabolic engineering. This class of problems will be solved by extending the global optimization methods developed by CSIC in WP3, where great progress has already been made.

Thus, CSIC has already developed several metaheuristic methods for optimization which can be used to solve the metabolic engineering problems considered in WP7 as soon as reliable dynamic models from WP4 are available. These solvers already have parallel implementations which facilitate the scalability of the approach to realistic problems. The solvers will be integrated in the common software platform in the near future.

Methods developed by CSIC were applied to the CHO-S model. INSIL simulated the concentration curves of a protein production process (kinetic model from WP 4) and generated a report of the verified ensemble model. Furthermore INSIL evaluated and documented the predictive quality of the received models. The models obtained from the robust optimization were showed improved predictive qualities. The tested functionalities were inter alia (i) the sensitivity of the product protein concentration and rate of the formation to changes in the gene expression and (ii) changes of process variables (process time, media composition).

Positions filled for WP7:

CWI has hired a researcher, Maria Navarro, who started on 1 August 2012.

Deviations: 

FS: As mentioned in WP4, FS went into administration effective on 28 September 2012. This had no impact on their progress during this reporting period. The loss of FS will impact WP7, since they were the “end users” and testers for our software suite.

FS has now been replaced by Evolva, allowing us to continue with our original plan.

Work package 8 – Dissemination, Training, Exploitation

(Leader: Partner 9 - Boix)

Main contributors:

Number  
Partner short name 
 P.I.




1 

CRG 


J. Jaeger



2 

CSIC 


J.R. Banga



A list of dissemination activities can be found in the Annex to this report.

Progress on Task 8.1

CRG management set up a dynamic BioPreDyn.eu website based on Drupal that is frequently updated for public dissemination.

Progress on Task 8.2

CSM has put the software development/testing architecture online; it is ready to use. It includes a Subversion (SVN) server for code version control, a CDash server for code building and testing, and a Trac server for software project management; all those servers are hosted by CSM. Code is continuously built and tested using CMake, and the results of these processes is reported on the CDash server, making maintenance easier. Source code is accessible to all partners through the Trac wiki (https://thecosmocompany.com/biopredyn-trac/wiki), along with the CDash report page, therefore allowing constant monitoring of the overall progress of the development tasks. 

Progress on Task 8.3

CSM has put a master document up on the project intranet to gather information about the analysis pipelines to integrate and is actively visiting partners. Some code was already given to CSM by CRG (pLSA code).

Progress on Task 8.5

CRG organized the 1st BioPreDyn Workshop: The Systems Biology Modeling Cycle and its Applications, from 11-15 June, at the CRG, Barcelona. This workshop was aimed at post-doctoral fellows and PhD students, focusing on understanding and applying state-of-the-art methods and tools involved in database integration, visualization, and model building. Thirty-five members attended, and eleven members held presentations. The workshop incorporated lectures (given by the experts within the consortium) and hands-on practical sessions. In addition, since all partners were represented, a day was dedicated to discussing progress in the project and focus groups, and to discussing all issues that were brought up. Evaluation of the workshop by the attendees was positive overall; the opportunity for networking within the consortium was especially appreciated.
 Progress on Task 8.7

As listed in the Annex, members of the consortium have been active in short-term exchanges to other partner laboratories.

Work package 9 – Management

(Leader: Partner 1 - Jaeger)

Main contributors:

Number  
Partner short name 
 P.I.




1 

CRG 


J. Jaeger, PM V. Raker





Loss of SME partner Fluxome
During the reporting period, the SME Fluxome (FS) went into administration (effective as of 28 September 2012, with an official endpoint in the project of 23 November 2012). FS was the end-user who was to provide feedback for our pipeline of software tools. Further, FS was the main provider of data for the resversatrol pathway model. The progress was slowed down in these areas. For instance, one model that was being worked on by FS (Jane Dannow Dyekjaer and Jean-Marie Mouillon) and UNIMAN (Pedro Mendes and Kieren Smallbone) was almost ready to be written up for a publication but came to a halt once the project lost the data from FS. 
We secured the financial report form C from the administration of the FS estate. This was complicated by the fact that the lawyer in charge had to also sign for the scientific justifications of the money, for which he had no documentation. At the end, the PM Raker facilitated this by having the ex-CFO from FS contact the lawyer to provide information about the scientific justifications necessary for Form C. 
Incorporation of a new SME partner, Evolva 
The steering committee communicated frequently via Skype and emails for the last months in 2012 to discuss how to continue without FS. Several options were considered, including not incorporating a new SME, but this was deemed to be less satisfactory for the project outcome and we decided to start an open call for a new SME partner. However, as this was being discussed, we contacted the SME Evolva (EV), who informed us confidentally that they had recently acquired the rights to the resveratrol data and modeling information from the estate of FS. We therefore continued direct discussions with EV and are currently incorporating them into the project. In this way, we have recovered the data from FS and can basically continue where we left off for the resveratrol pathway modelling. 
The contract amendment was managed by the PM V. Raker and coordinator J. Jaeger together with the steering committee. The general assembly voted on all relevant decisions and was regularly updated about the status of the amendment. The contract amendment is now closed, and Evolva is now a functional partner in the consortium.
Project extension
Due to the loss of FS, the consortium is asking for a 6-month extension. With this, we would like to set nine of the deliverables back to month 42 (specifically, D3.3, D3.4, D4.6, D5.4, D8.3, D8.4, D8.5, D9.12, and D9.13). Additionally, the two deliverables directly related to FS, namely, D7.1 and D7.2, are being postponed to month 24 and month 30, respectively. 

A further deviation was made in the project’s annual meetings. The one-week-long BioPreDyn workshop in June 2012 was attended by almost the entire consortium (including PIs, postdocs, and PhD students). In addition to the workshop content, much of the discussion revolved around the projects within BioPreDyn and future direction, collaborations, etc. Therefore, the general assembly decided that holding the annual meeting in 2012 would be redundant. The “first” annual meeting was thus postponed to March 2013, with a second one planned for May 2014 and the final one, in March 2015. For this, the deliverables about the annual meetings, namely, D9. 5 and D9.8, have been postponed by 6 months. 
Project internal communication
The intranet was set up from the beginning of the project but was not being frequently used. The PM thus simplified the login procedures, which resulted in an increase of intranet use. At the present, the intraproject members share documents (such as grants, consortium agreement, etc) and work-in-progress (such as deliverables and project reports). 
Frequent meetings occur for the project subgroups. The PM is often involved in these, but they are routinely directly organized by the subgroups. These meetings take place either via Skype or in person. These meetings have been especially essential for CSM as they work on the software pipeline to integrate the different tools provided by the partners. 
Dissemination
The project website is frequently updated about the project meetings, progress, etc. Scientists within the consortium are active in presenting project-related data at meetings, with BioPreDyn acknowledgement. 
Scientists within the consortium have also been highly productive in publishing their results: within the first 1.5 years, results stemming from BioPreDyn have already been published in twelve manuscripts, with ten in 2012 and two so far in 2013. Importantly, another thirteen manuscripts are in press, have been submitted, or are in preparation (see Annex). 
List of project meetings, dates and venues
1. Kick-off meeting: 12-13 December 2011, CRG, Barcelona, Spain

2. Colomoto workshop: Generate pathways from KEGG in an standard format in the path2models project, in collaboration with BioPreDyn’s SAB member Nicoloas LeNovere, 27-28 March 2012, Hinxton, UK

3. BioPreDyn workshop: The Systems Biology Modeling Cycle and its Applications, 11-15 June 2012, CRG, Barcelona, Spain

4. BioPreDyn scientific PI meeting: 29 October 2012, CRG, Barcelona, Spain

5. COPASI workshop: 21-23 January 2013, Manchester Institute of Biotechnology, University of Manchester, Manchester, UK

6. BioPreDyn Annual meeting: 4-6 March 2013, Naples, Italy

ANNEX: Partner/project dissemination
Meetings/workshops attended with BioPreDyn acknowledgement

Alejandro F. Villarde (CSIC) Joint EMBL-EBI-Wellcome Trust Course: In silico Systems Biology 23-27 April 2012 Hinxton, Cambridge, UK

Alejandro F. Villarde (CSIC) XXXIII Jornadas de Automática 5-7 September 2012 Vigo, Spain

Alejandro F. Villaverde (CSIC), talk & poster: “Calibration of large systems biology models using cooperative scatter search”, Foundations of Systems Biology in Engineering (FOSBE), 22-24 October 2012, Tsuruoka, Japan

ALL partners: BioPreDyn Workshop: The Systems Biology Modeling Cycle and its Applications 11-15 June 2012 CRG, Barcelona, Spain

Jaap Kaandorp (UvA) “Complexity of morphogenesis” European Conference on Complex Systems September 2012 Brussels, BE

Jaap Kaandorp (UvA) “Modeling gene regulation of morphogenesis” Turing Centenary Conference and 8th conference on Computability in Europe June 2012 Cambridge, UK

Jaap Kaandorp (UvA) “Modelling gene regulation of morphogenesis in the sea anemone Nematostella vectensis” The 8th International Conference on Bioinformatics of Genome Regulation and Structure\Systems Biology June 2012 Novosibirsk, Russia

Jaap Kaandorp (UvA) Intl Modeling gene regulation of morphogenesis, International Young Scientists Conference ``High Performance Computing and Simulation’’ April 2012 Amsterdam, Netherlands

Jaap Kaandorp (UvA) January 2013, “Multi-objective optimization for modeling developmental gene regulatory networks”, Programme in Integrative Biomedical Sciences January 2013 Instituto Gulbenkian de Ciencia, Portugal, 

Jaap Kaandorp (UvA), poster: "Acropora ‘skeletome’ reveals coral specific proteins and common functional domains in biomineralization", COST action TD0903 workshop 18-20 September 2012 Aarhus, Denmark

Jaap Kaandorp, (UvA) “A spatial model of calcification in scleractinian corals” 12th International Coral Reef Symposium July 2012 Cairns, Australia

Joke Blom (CWI) poster: “BioPreDyn”, The CWI Business day 5 October 2012 and Open Day 6 October 2012 Amsterdam, Netherlands

Julio R. Banga (CSIC), talk: "Identification and control in computational systems biology", Manchester Institute of Biotechnology, 23 January 2013, Manchester, UK

Julio R. Banga (CSIC), talk: "Robustness and optimality in biological systems", Colloquium on Robustness and Evolvability, Centro Nacional de Biotecnología, 15  February 2013, Madrid, Spain

Julio Saez-Rodriguez (EMBL-EBI) Computational Plant Biology August 2012 Sainsbury Institute, Cambridge

Julio Saez-Rodriguez (EMBL-EBI) Computational Proteomics School June 2012 Munich, Germany

Julio Saez-Rodriguez (EMBL-EBI) EFMC course on medicinal Chemistry, April 2012 Leiden, Netherlands

Julio Saez-Rodriguez (EMBL-EBI) Joint EMBL-EBI and Wellcome Trust In Silico Systems Biology 28 April 2012 Hinxton UK

Julio Saez-Rodriguez (EMBL-EBI) RECOMB-DREAM conference, November 2012 San Francisco, USA
Pedro Mendes (UNIMAN) “From genomes to large-scale kinetic models of metabolism”, 85th Annual Meeting of the Japanese Biochemical Society 15 December 2012 Fukuoka, Japan.

Pedro Mendes (UNIMAN) “From networks to models – large scale kinetic models of metabolism” 23 June 2012 University of Saarbrucken, Austria

Pedro Mendes (UNIMAN) “Simulation of biochemical networks with COPASI”, Workshop on Open Source Software for Systems, Pathways, Interactions and Networks (SPIN-OSS), 14-16 November, 2012, Hinxton, UK  

Pedro Mendes (UNIMAN) presented a seminar entitled “Modelling biochemical networks: What is there to do?” 25 April 2012 University of Edinburgh, Edinburgh

Pedro Mendes (UNIMAN), Kieran Smallbone (UNIMAN), Julio Banga (CSIC) organizers and lecturers:  “COPASI Workshop” 21-23 January 2013. Workshop was attended by 20 participants, including members from UNIMAN, CRG and Usheff. University of Manchester, UK
Publications that acknowledge BioPreDyn (* indicates collaborative publication)

1. * Becker, K., Balsa-Canto, E., Cicin-Sain, D., Hoermann, A., Janssens, H., Banga, J.R., Jaeger, J. (2013) Reverse-Engineering Post-Transcriptional Regulation of Gap Genes in Drosophila melanogaster. PLoS computational biology, in press.
2. Botman, D., Kaandorp, J.A. (2012) Spatial gene expression quantification: a tool for analysis of in situ hybridizations in sea anemone Nematostella vectensis. BMC research notes 5: 555

3. Carey, L.B., van Dijk, D., Sloot, P.M.A., Kaandorp, J.A., Segal, E. Promoter sequence determines the relationship between expression level and noise. PLOS Biol. 11: e1001528
4. Corfe, B.M., Smallbone, K. A mathematical model of the colon crypt capturing compositional dynamic interactions between cell types. Submitted
5. Crombach, A., Cicin-Sain, D., Wotton, K.R., Jaeger, J. (2012) Medium-throughput processing of whole mount in situ hybridisation experiments into gene expression domains. PloS one 7: e46658

6. Crombach, A., Wotton, K.R., Cicin-Sain, D., Ashyraliyev, M., Jaeger, J. (2012) Efficient reverse-engineering of a developmental gene regulatory network. PLoS Computational Biology 8: e1002589

7. Cronemberger, C., Huisman, L., Allemand, D., Kaandorp, J.A. A spatial model of calcification in scleractinian corals. Submitted
8. Eduati, F., De Las Rivas, J., Di Camillo, B., Toffolo, G., Saez-Rodriguez, J. (2012) Integrating literature-constrained and data-driven inference of signalling networks. Bioinformatics 28: 2311-2317

9. * Egea, J.A., Henriques, D., Cokelaer, T., Villaverde, A., Banga, J., Saez-Rodriguez, J. MEIGO: a software suite based on metaheuristics for global optimization in systems biology and bioinformatics. Manuscript in preparation
10. Gambardella, G., Moretti, M., De Cegli, R., Cardone, L., Peron, A., di Bernardo, D. Differential Network Analysis for the identification of condition-specific pathway activity and regulation. Bioinformatics 29: 1776-1785
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