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Abstract
RNA-sequencing is an increasingly popular technology for genome-wide analysis of transcript structure and abundance. However, there is still limited insight in its sources of technical variation and inter-laboratory variability. To address these issues, the GEUVADIS consortium performed a large and distributed RNA-seq study involving seven different sequencing centers, analyzing mRNAs and small RNAs in 465 lymphoblastoid cell lines using standardized protocols on the Illumina Hi-Seq platform. The variation introduced by the sequencing laboratories was considerably smaller than the already limited biological variation between different cell lines. The laboratory differences were mainly evident in different insert size and GC content. A published Bayesian framework for modeling hidden factors in gene expression data (PEER) was able to correct for most of this variation. In small RNA sequencing, the miRNA content differed widely across samples but not sequencing centers, and this difference is mainly explained by competitive sequencing of rRNA fragments present in the RNA preparation. Nevertheless, the differences in miRNA content did not affect the relative quantification of miRNAs after normalization. In this paper, we conclude that distributed RNA-sequencing is well feasible. Moreover, we provide a set of quality measures for RNA-seq experiments and guidelines on the assessment and correction of biases in RNA-seq data.

Main text

RNA-seq has dramatically changed the field of expression profiling (PMID: 19015660, 21191423, 18516045, other REFs). While expression microarrays were limited to the detection of known transcripts and had limited capacity to differentiate between transcript variants, RNA-seq is in principle able to detect all coding and non-coding transcripts in the cell and to derive transcript structures. Moreover, sequencing-based methods for expression profiling appear to be more accurate, more sensitive and better able to quantify lowly abundant transcripts (PMID: 18927111, other REFs). Nevertheless, RNA-seq is not free from biases. Important biases are introduced by random hexamer priming (PMID: 20395217), differences in fragment size and transcript length (PMID: 19371405, 21252076, 21410973), and differences in GC-content (PMID: 22177264). A large scale analysis of the importance of these biases for mRNA and small RNA (sRNA) quantification, as was performed by the MAQC consortium for microarrays (PMID: 16964229), has not been performed yet for RNA-seq. 

The GEUVADIS consortium (Genetic European Variation in Disease, a European Medical Sequencing Consortium) focuses on the standardization of next generation sequencing technologies. The consortium initiated a large scale RNA-seq analysis where data production was distributed across different laboratories. In this report, we evaluate the sources of technical variation in RNA-seq experiments and the feasibility and consequences of distributed sequencing. Moreover, we provide a set of important quality measures for RNA-seq experiments and a routine that adjusts for partially unknown sources of technical variation. The biological interpretation of the results is reported elsewhere (Lappalainen et al. submitted). 
Results

Lay-out of the study 

A major objective of the current study was to evaluate the feasibility of distributed RNA-sequencing. To this end, we distributed 465 RNA samples from lymphoblastoid cell lines (LCLs) in a randomized way over seven different European laboratories, each center receiving between 48 and 113 randomly assigned samples. On these seven sites, the mRNA and small RNA (sRNA) fraction were prepared for sequencing using Illumina’s TruSeq kits for RNA and small RNAs, respectively, and sequenced with the Illumina HiSeq platform, with paired-end 75bp reads for mRNA-seq and single-end 36-50bp reads for sRNA-seq. To allow proper estimation of laboratory effects, five RNA samples were prepared and sequenced on all sites and 168 mRNA samples that were sequenced in other laboratories were resequenced at slightly lower coverage in laboratory 1. The raw data (fastq files) were subsequently analyzed with a common pipeline quantifying exon, transcript and sRNA expression levels (see Methods). 

Basic quality control steps in mRNA-seq
The laboratories were free to choose how many of the samples would be pooled in one lane. While the target number of properly paired reads was 10M, the laboratories generally decided to choose conservative pooling schemes avoiding the need for repetition of samples with too low coverage. This resulted in a median of 58M reads with a broad distribution ranging from 17 - 167M (Figure 1A), indicating that equimolar pooling is still challenging.

Figure 1 summarizes some of the basis quality measures that were assessed and how the different laboratories performed on these. A more extended list of all quality measures is given in Suppl. Table 1 and 2. All samples had similarly high mean PHRED scores, a measure for the quality of the base calling (Figure 1B). The mean number of bases per read with quality score higher than Q30 also reflected high sequence quality (Figure 1C), but this quality measure showed more variation between samples. These differences did not result in lower percentage of aligned reads. Sequence runs with >50% of the nucleotides having quality scores over Q30 are therefore still acceptable. The percentage of aligned reads was generally very high except for a few samples (between 95-100%, Figure 1E). Some of these outliers were associated with high duplication rates (Figure 1D). Downstream analysis (Figure 2B,C) showed that lower mapping and higher duplication rates did not affect the quantification of exons and transcripts. The percentage of aligned reads mapping to annotated exons were generally between 60 and 80% and are an important quality measure (Figure 1F). There was one sample (NA18861.4) with only 4% of aligned reads mapping to exons, while still having a high mapping rate. This sample was likely contaminated with genomic DNA and was removed from the analysis. Two other samples (HG00099.5 and HG00329.5) had exonic content of ~50% only and also high duplication and low mapping rates. Again, this did not affect the quantification of the exons and transcripts and the reads that were mapping to exons seem to be genuine (Figure 2B,C). 

Detection of problematic samples

To detect whether problematic samples could already be identified before alignment, we analyzed the distance between k-mer profiles. To this end, we analyzed the abundance of all k-mers with length k=9 and determined the pair-wise distance between the profiles of the different samples using a multiset distance measure (W.A. Kosters and J.F.J. Laros. Metrics for mining multisets. In Research and Development in Intelligent Systems XXIV, Proceedings of AI-2007, pages 293–303. Springer, 2007). The k-mer profile of NA18861.4 was clearly different from the rest (Figure 2A). Some of the other samples with relatively high k-mer distances were samples with high duplication rates. The k-mer distances were strongly negatively correlated to the correlation measures obtained from the exon quantification of the samples (Suppl. Figure 1), with the exception of samples with high duplication rates, confirming that high duplication rates do not necessarily affect exon or transcript quantifications. Thus, k-mer profiling is a promising approach for initial quality assessment. 

After alignment, we used pair-wise correlation measures on exon and transcript quantifications to detect problematic samples. Given the skewness of RNA-seq data, where there are few highly expressed and many lowly abundant transcripts, use of the Pearson correlation on the linear scale is not appropriate. Therefore we chose for OPS transformation (Ribeca, Sammeth, accompanying paper), raising all exon and transcript quantifications to the power of 0.11. This ensures that low and high abundant transcript outliers do not bias the correlation measure and all data points contribute about equally to the computed coefficient. We found that Pearson product-moment coefficients derived from OPS-transformed data are agreeing well with Spearman’s rank correlation computed on raw data (Suppl. Figure 2), but with the additional advantage that the actual expression levels—and not solely their ranking—are taken into account. Figure 2B and C provide the distribution of the median Pearson correlations (D-statistics) for each sample. For both exon and transcript quantifications, sample NA18861.4 (with only 4% exonic reads) had clearly lower correlations to the other samples. NA19144.4 was identified as an additional outlier and was removed from the analysis. 

Sample mix-ups are a general problem in studies analyzing large cohorts of samples and severely compromise the power of these studies (REF: Gordon, D. and Finch, S. J. 2006. Consequences of error. Encyclopedia of Genetics, Genomics, Proteomics and Bioinformatics). As a first check for sample mix-ups between males and females, we analyzed the expression of the XIST gene exclusively expressed in females, and Y-chromosomal genes exclusively expressed in males (Figure 2D). Clear sample mix-ups where females showed expression of Y-chromosomal genes without expression of XIST or vice versa were not observed. However, in three samples, there was expression of both XIST and Y-chromosomal genes, indicative of contamination between samples. 

Finding of sample mix-ups in studies where DNA genotypes are available, is relatively straightforward. We evaluated the number of heterozygous sites in each individual with expression of both alleles. Due to allele-specific expression, this is usually not 100%, but generally >90% of all heterozygous sites in expressed genes. In case of sample mix-ups, where there is mismatch between DNA genotypes and mRNA-seq data, this number would be considerably lower, but we have not observed this in our data set (Figure 2E). We also analyzed the percentage of sites showing significant allele-specific expression, e.g. imbalance between the expression of the two alleles (p<0.05, binomial test). This measure is also sensitive for sample contamination, since variation in genotype and expression between contaminating samples will contribute to allelic imbalance. The three samples with contaminations with gender mismatches were also found in this analysis (Figure 2E). In addition to these samples, we identified one more sample with potential contamination, probably originating from a sample with the same gender. This kind of contamination is particularly problematic to identify.
Sources of variation in mRNA-seq

Variation in expression levels between samples originate from biological and technological sources. In this study, we were interested to quantify the relative contribution of technical and biological variation to the total variation and to trace the most important sources of technical variation. In our study comparing individual LCLs, the biological variation is limited, since the only biological difference is the individual’s genetic and epigenetic background, while the cell type and growth conditions are the same. This is a major difference compared to the MAQC study, where differential expression between different tissues was analyzed (PMID: 16964229). Nevertheless, the five samples that were sequenced in each laboratory clustered by sample and not by laboratory (Figure 3A, Suppl. Figure 3). The clustering by sample is much stronger for exon quantifications than for transcript quantifications (compare Figure 3A and B and Suppl. Figure 3A and B). When considering all 667 sequence runs, some laboratory-driven clustering is observed, particularly for transcript quantifications (Figure 4A and B, Suppl. Figure 4). 
Given the stronger effects of technical variation on transcript than on exon quantifications, we further investigated the sources of technical variation contributing to this variation. The RNA extraction batch was the strongest contributor to the observed technical variation (Figure 3C), although in this component there can be small influence of the population given the fact that YRI individuals were only present in certain batches. 
Slight inter-day differences between library preparations and effects of the different index primers were also notable (Figure 3C), but these are partially confounded with the different laboratories in which the samples were processed. 
Thus, despite the use of the same library preparation kits (and versions of these) and availability of standard operation procedures, slight differences in library preparations between laboratories were observed, amounting to around 5% of the total variation (Figure 4A). Most notably, these resulted in differences between the average GC-percentage, the width of the distribution of GC-percentages and the insert sizes (Figure 3D,E,F, Figure 4G). While all laboratories aimed for an insert size of 160 (fragment size 280 minus 120 (length of the adapters)), only one laboratory was able to obtain this insert size. All other laboratories obtained slightly lower insert sizes. Differences in fragment lengths will affect the number of fragments obtained per transcript and therefore quantifications. This likely explains the stronger laboratory effects on transcript compared to exon quantifications. 

Other differences between laboratories included the library concentration used, the raw cluster density, and the percentage of rRNA (Suppl. Figure 5), but these did not seem to influence expression level quantification. 
Correction for variation in mRNA-seq


Next, we explored the correction for technical sources of variation. For this correction, we used a recently described Bayesian framework that accounts for hidden variables in expression data (PEER; PMID: 20463871). Before correction, the laboratory where the sample was sequenced explained 6.8% of the total variance (average across all genes, median: 3.8%) (Figure 4A). After regressing out the first 10 components with PEER, the laboratory effect was reduced to 2.6% (average across all genes; median 2.0%) (Figure 4B). PEER components 1, 2, 3 and 6 were all related to differences in GC content, while component 4 was correlated with differences in the coverage in different regions of the gene (Figure 4G, Suppl. Table 4). The first 3 components related to GC content were also strongly correlated to the laboratory (Figure 4G and Suppl. Figure 6), confirming that the laboratory effects are mainly manifested by differences in GC. After PEER correction of the transcript expression levels, samples clustered more strongly by population and less strongly by laboratory (Figure 4C-F). Thus, technical variation, and in particular variation that is introduced by distributed sequencing across different sequencing centers, can be properly accounted for and has only limited influence on exon or transcript quantifications in a distributed sequencing setting. 
Basic quality control and laboratory effects in sRNA-seq

We analyzed 492 samples by sRNA-seq. The sequencing depth ranges from 0.1 to 50 million reads per sample, with a median of 8.6 million reads (Figure 5A). However we found the sequencing quality of our data to be uniformly high, with sample mean PHRED score in a narrow band from around 36 – 39 (Figure 5B, more quality measures in Suppl. Table 3). Before mapping sRNAs, we discarded all sequences shorter than 18 nts, since they cannot be traced to genomic loci with high confidence. The fractions of reads thus discarded differed between samples, ranging from 0.5 to 81%. This wide range may be caused by different degradation profiles or variability in the fragment isolation procedure
. Since many sRNAs are repetitive, we mapped the reads to the human genome allowing for multiple mappings (Methods). The mapping efficiencies were uniformly high, consistent with the high sequencing quality (Figure 5C). Surprisingly, the relative miRNA content in our samples ranges from 2 to 62% of total reads, with a median of 19% (Figure 5D). Overall, these numbers are low, given that some sRNA-seq studies report miRNA contents above 90% (e.g PMID 22589741), and suggest that alternative sRNA preparation methods perform better than the TruSeq sRNA kit that was used here. 
Despite differences in sequencing depth, fraction of short sequences and miRNA content, between 500 and 900 miRNA genes were robustly detected in all samples (Figure 5E). Moreover, the same miRNA genes were consistently profiled: the 500 most highly expressed miRNAs were detected, on average, in >96% of our samples.

Differences in relative contribution of sRNAs do not affect quantification of miRNAs 

Tracing the sequenced sRNAs to their genomic sources, we found that they originate not just from miRNA genes, but also from other non-coding RNA genes, in particular rRNA (Figure 6A). Clustering divided the samples into those dominated by miRNA and those dominated by rRNA. The two groups were not associated with particular laboratories (Figure 6A, lab color bar, left). Moreover, the replicates sequenced in all laboratories grouped by samples rather than labarotories (Suppl. Figure 7) and the miRNA and rRNA content were more similar within samples than within laboratories (Suppl. Figure 8). This suggests that the relative miRNA/rRNA contents may have been determined before the samples were distributed between labs, either as part of the cell culture or the RNA extraction protocol. Consistent with the mode of biogenesis, the reads which originate from miRNA genes are typically 22 nucleotides long after adapter clipping (Figure 6B). In contrast, the reads which originate from rRNAs were 35 nucleotides long. Due to our limited sequencing length, we cannot determine if these are predominantly rRNA end fragments or full-length rRNAs. To test if the heterogenous samples biased quantification of individual miRNAs, we first summed up reads counts for 715
 miRNA genes and subsequently applied PEER correction, as was done for mRNA-seq. We then analyzed the normalized miRNA expression profiles using PCA. The samples did not group according to miRNA or rRNA content, indicating that our normalization successfully eliminated this bias (Figure 6C).  

In a similar procedure as for the mRNA-seq, we calculated D-statistics for the correlation between normalized expression levels across samples, and we excluded 4 samples from the analysis that had D-statistics below 0.8 (Suppl. Figure 9). Again similar to mRNA-seq, we corrected miRNA expression levels by PEER, and observed that GC percentage was the biggest source of variation needing correction, and that the GC percentage was correlated to the laboratory (Suppl. Figure 10, Suppl. Table 5). 
Discussion

In this paper, we have demonstrated that technical variation in RNA-seq experiments is limited and that results from RNA-seq experiments performed in different laboratories are consistent. This conclusion is valid under a few provisions: We developed standard operating procedures (SOPs) and made sure that the exact same protocols and versions of sample preparation and sequencing kits were used in all participating laboratories. However, even with SOPs in place, slight variations in average GC content and insert size between different laboratories were observed. These translated into variations in transcript quantifications, while exon quantifications were less affected. Under less standardized sequencing protocols, greater variation is expected. Moreover, RNA isolation and purification procedures, here done in the same laboratory with standardized protocols, may contribute to variation in RNA-seq data. 

This study focused on the quantification of both mRNA and sRNA. Although sRNA sample preparation is generally regarded to be more challenging than its mRNA counterpart, technical variation introduced in the sample preparation seems limited compared to differences originating from the RNA isolation procedure. Furthermore, huge differences in the miRNA content among the sequenced small reads had no major impact on miRNA quantifications. The latter indicates that sRNA-seq data should not be analyzed as a whole but split into different sRNA fractions before normalization. 
It is difficult to compare the reproducibility of RNA-seq across different laboratories with the reproducibility of gene expression micorarrays, as extensively studied by the MAQC consortium (PMID: 16964229). This is due to different scales on which RNA-seq and microarray data are reported and the much higher dynamic ranges of RNA-seq counts compared to micorarray intensities. 
Nevertheless, the technical variation is smaller than the already small biological variation in our experiment (orders of magnitude smaller than the differences between tissues studied by the MAQC consortium). This, together with the high power for detection of cis-eQTLs (Lappalainen et al. submitted), suggests that RNA-seq technology is at least as robust as microarray technology. 
In conclusion, distributed RNA-sequencing appears to be feasible. It is particularly attractive for large population-based and cross-biobank studies, where sequencings costs and sample logistics may require combination of data from individual studies and laboratories.
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Legend to Figures

Figure 1: Basis statistics mRNA sequencing. Distribution of sequencing characteristics over 667 samples sequenced in 7 different laboratories, colored by the indicated coloring schemes. For each feature, density plots were created to adjust for the differences in the number of samples processed by each laboratory.  A. Total number of reads obtained per sample; B. Mean base quality (PHRED score) per sample; C. Mean length of the longest continuous subsequence with quality over Q30; D. Percentage of duplicate reads; E. Percentage mapped reads; F. Percentage of aligned reads mapping to exons. The samples that did not pass quality control criteria in our study are shown as red dots.
Figure 2: Detection of outliers in mRNA sequencing. A. Histogram of median pairwise k-mer distances; B. Histogram of median pairwise Pearson correlations (D-stats) between exon quantifications after optimal power space (OPS) transformation; C. Histogram of median pairwise Pearson correlations (D-stats) between transcript quantifications after optimal power space (OPS) transformation; D. Gender-specific expression: normalized expression levels of female-specific XIST gene (x-axis) vs. sum of the normalized expression levels of Y-chromosomal genes (y-axis); E. Allele-specific expression analysis: for all heterozygous sites considered (see Methods), the percentage of heterozygous SNPs where both alleles were observed (x-axis) was plotted against the percentage of heterozygous SNPs showing significant allelic bias in expression (p<0.05, binomial test). 
Figure 3: Sources of variation in mRNA expression levels. A. PCA of exon quantifications of five replicate samples (indicated with different colors) across seven different laboratories (indicated with different symbols). B. PCA of transcript quantifications of five replicate samples (indicated with different colors) across seven different laboratories (indicated with different symbols) C. Percentage variation in mRNA data explained by RNA integrity value (RIN), RNA extraction batch, RNA concentration in initial sample, RNA quantity used for library preparation, library preparation date, indexing primer used, library concentration determination method (QBIT, Bioanalyzer, qPCR), library concentration obtained, mode of library size (as determined on Bioanalyzer, bp), library concentration used in sequencing, cluster kit, sequencing kit, cluster density (raw), lane of Hi-seq instrument in which the sample was run. Boxplots show distribution of the percentage of variance explained across all transcripts expressed in >50% of samples; D. Boxplot of mean GC percentage in the reads across samples sequenced in different laboratories; E. Boxplot of standard deviation in GC percentage in the reads across samples sequenced in different laboratories; F. Boxplot of mean inferred length of sequence between first and second reads (negative means overlapping sequences) of samples sequenced in different laboratories.
Figure 4: Modeling of hidden confounding factors with PEER effectively removes biases in RNA-seq data. A. Percentage of variance in transcript levels explained by sample and laboratory before PEER; B. Percentage of variance explained by sample and laboratory after PEER; C. MDS plot of transcripts quantification before PEER colored by population; D. MDS plot of transcripts quantification before PEER colored by laboratory; E. MDS plot of transcripts quantification after PEER colored by population; F. MDS plot of transcripts quantification after PEER colored by laboratory; G. Most important sources of variation correlated to each PEER factor, strength of these correlations (blue bars) and the correlation of the laboratory effect to each PEER factor (green bars). For numerical factors Spearman correlations are shown. For categorical variables the categories are first transformed into factors that are used together with each PEER factor in a linear regression. From the linear regression the R2 value is extracted and used to measure the correlation.
Figure 5: Basic statistics in sRNA sequencing are comparable across laboratories. Density plots for 492 samples sequenced in 7 different laboratories labeled by the indicated coloring schemes. A. Total number of reads obtained; B. Mean base quality (PHRED score); C. Percentage of mapped reads; D. relative miRNA content; E. number of detected miRNAs

Figure 6: sRNA heterogeneity does not disturb quantification of individual miRNAs.
A. heatmap of 492 sRNA samples (rows) clustered by expression of 13 types of sRNA sources (columns). The individual sources constitute from 0% (dark purple) to 82% (light orange) of total sRNA in each sample, as indicated by the color key in the upper left corner. We have divided samples into those which are miRNA-dominated (above horizontal line) and rRNA-dominated (below horizontal line). The lab color bar to the left indicates the sequencing laboratory. B. heatmap as in panel A, except the length of sequenced RNAs is shown. The same clustering is used, so samples are horizontally aligned across subfigures. C) sRNA samples grouped by PCA. miRNA dominated samples are shown in orange and rRNA-dominated samples are shown in purple. The samples do not group (are not biased) by the relative contents of total miRNA and rRNA.

Online Methods

Samples and sequencing

Complete details on the lay-out of the study and the quantification pipelines are are described in Lappalainen et al. (submitted). 

In brief, EVB transformed LCLs from Coriell Cell Repositories (GBR, FIN, TSI) and University of Geneva (CEU, YRI) were cultured at ECACC. Cell pellets were shipped to University of Geneva for total RNA extraction using the TRIzol Reagent (Ambion). RNA quality was assessed by Agilent Bioanalyzer RNA 6000 Nano Kit according to the manufacturer's instructions. RNA quantity was measured by Qubit 2.0 (Invitrogen) using the RNA Broad range kit according to the manufacturer's instructions. Each of the sequencing laboratories were sent a minimum of 4 ug of total RNA of the samples allocated to them, and total RNA Bioanalyzer was ran for 10-20% of the RNA samples before library preparation to confirm sample quality after shipping. Library preps were done in random order in every laboratory. 


mRNA sequencing was done on the Illumina HiSeq platform with 75 bp paired-end sequencing with fragment size of 280 bp. TruSeq RNA Sample Prep Kit v2 (the high-throughput protocol) was used for library preparation, TruSeq PE Cluster Kit v3 for cluster generation, and TruSeq SBS Kit v3 for sequencing. Small RNA sequencing was done on the Illumina HiSeq platform with 36-50 bp single-end sequencing with fragment size of 145-160 bp. TruSeq SmRNA Sample Prep kit was used for library preparation, TruSeq PE Cluster Kit v3 for cluster generation, and TruSeq SBS Kit v3 for sequencing. 

Each lab submitted one demultiplexed fastq file per sample per mRNA and per sRNA-seq, as produced by CASAVA 1.8 or 1.8.2 allowing one mismatch in the index. 

mRNA analysis pipeline 

We iterated 3 incremental cycles of mapping with the GEM tool (PMID: 23103880) employing the JIP pipeline (Griebel and Sammeth, accompanying paper)
 to adjust the region considered during alignment and the mapping parameters (Lappalainen et al. submitted). The settings employed ensured that for every read at least one stratum more than the optimal mapping was assessed, to distinguish bona fide alignments of bad quality reads from mapping noise. Split-mappings were detected based on the Gencode v12 annotation and additionally discovered de novo. Read mappings were paired and converted to BAM files, employing a scoring scheme over mismatches, quality values and uniqueness in the case of multi-maps. 
Exon quantifications were calculated after merging overlapping exons into meta-exons. Read counts over these meta-exons were calculated by summing the number of reads with overlapping start or end coordinates. For split reads, we counted the exon overlap of each split fragment, and added counts per read as 1/(number of overlapping exons per gene). 
Flux Capacitor (PMID: 22962361) was used for quantifications of transcripts, and were based on the annotation-mapped genomic mappings considering transcript structures of the Gencode transcriptome annotation, taking into account mappings of read pairs that were completely included within the annotated exon boundaries and paired in the expected orientation. 

sRNA analysis pipeline

Datasets with read lengths longer than 36 nts were trimmed using the FASTX suite (http://hannonlab.cshl.edu/fastx_toolkit/) and homo-polymer reads and reads with low PHRED scores were removed. Adapters were clipped using the seqBuster suite (PMID 20008100) and custom searches. Reads shorter than 18 nts were discarded. The remaining reads were mapped to the human genome (hg19) using bowtie and annotated with GENCODE 8, supplemented with rRNA and LINE and Alu transposon annotations from RepBase (PMID 16093699) and snoRNA and miRNA annotations from the UCSC table browser (PMID 14681465). Annotations were first resolved so that each nucleotide on each strand had exactly one annotation. In case of nucleotides with more than one annotation, conflicts were resolved using a confidence-based floating hierarchy (PMID 18158128). Each read mapping was weighted inversely to the number of genome mappings for the read, e.g. a read mapping to two genomic locations would get an assigned weight of 0.5. Each mapping was counted towards the annotation of the nucleotide in the middle of the mapping.
Quality control measures

A comprehensive set of quality control statistics was obtained with 

-FastQC 0.7.2 (http://www.bioinformatics.babraham.ac.uk/projects/fastqc/)

-RSeQC 2.0.0 (PMID:  22743226, Modules used: geneBody_coverage (using refseq hg 19 downloaded 20120419), bam_stat, clipping_profile, read_distribution (using refseq hg 19 downloaded 20120419) , read_duplication, read_GC, read_NVC)
-PICARD 1.59 (http://sourceforge.net/projects/picard/; Modules used: EstimateLibraryComplexity, and MarkDuplicates)
-In-house scripts generated by Uppsala University SNP&SEQ Technology Platform and University of Geneva

Details on the parameters analyzed can be found in Supplementary Table 1. 

K-mer profiling
We counted the abundance of all k-mers (k=9) within the raw sequence reads by custom python scripts (Anvar et al., in preparation). Subsequently, the pairwise distance between the profiles of the different samples was calculated using the multiset distance measure (W.A. Kosters and J.F.J. Laros. Metrics for mining multisets. In Research and Development in Intelligent Systems XXIV, Proceedings of AI-2007, pages 293–303. Springer, 2007). This metric is parametrized by a function that reflects the distance between two elements in a multiset, in this case the difference in k-mer counts for one specific k-mer. We chose the following function:
[image: image1.emf]
To correct for differences in total number of reads, we scaled the profiles before each pairwise comparison. The scaling procedure first calculates the total amount of k-mers in both profiles and then uses the ratio to scale the values to the smallest profile.
OPS transformation and correlation measures
Since gene expression follows a power law distribution (Ribeca and Sammeth, accompanying paper
), it is intuitive to use a suitable exponent in order to transform data to a more normal-like distribution, minimizing the impact of outliers. The OPS package (http://cran.r-project.org/web/packages/ops/) dynamically optimizes the normalization power according to the distribution of data points. Supporting the general agreement of datasets produced by different laboratories, we found consistently an OPS exponent of 0.11 for all sample comparisons. To assess correlations between samples, Pearson correlations were calculated after raising of the expression values to the power of 0.11. We subsequently defined the D-statistic as the median of the pairwise correlations between a sample and all other samples. 

Allele specific expression

The following heterozygous sites were considered for this analysis,: 1) sites with 50bp mappability <1; 2) sites showing <5% difference in the mapping of reads that carry the reference or non-reference allele; 3) sites covered by >=8 reads in each individual. A binomial test was used to calculate REF/NONREF allele counts, and compared to the expected ratio (calculated after correction for any remaining genome-wide mapping bias as well as GC bias in each individual).
Quantitative dissection of sources of variation

To assess the contribution of different sources of variation to transcript expression, we analyzed the expression of 74,634 transcripts which were expressed in >50% of the samples. To be able to estimate technical variation, we only selected the 376 samples coming from 173 unique RNA preparations that were analyzed more than once. Transcript quantifications were normalized by using the trimmed mean of M-values (TMM) normalization method from the edgeR package (v. 2.6.9; PMID: 19910308), which includes scaling with respect to differences in sequencing depth after trimming of ratios. Subsequently, data were subjected to logarithmic transformation and the mean-variance trend was removed using the voom function from the limma package (v. 3.12.1; http://www.bioconductor.org/packages/2.11/bioc/html/limma.html). We subsequently analyzed the contribution of different sources of variation in the RNA sample itself or introduced during the sample preparation procedure, avoiding the inclusion of sources of variation that were confounding. Standard (non-hierarchical) linear models in R were fitted for each transcript, taking into account the weights calculated by the voom function that are based on the inverse of the variance. For each transcript, the percentage of variation explained by each factor was calculated from the resulting ANOVA tables by dividing the sum of squares by the total sum of squares. Boxplots demonstrate the distribution of the percentage of variation explained across transcripts. 

PEER correction

Exon, transcript and sRNA quantifications were corrected using PEER (PMID: 20463871), which finds synthetic covariates from quantification data that can then be regressed out from the data. Ten and nine covariates were used for mRNA and sRNA quantifications, respectively. For calculation of correlations between samples after PEER, all negative expression values were set to zero and subsequently raised to the power of 0.11 (OPS transformation). 
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